CHAPTER 3

MAI NTAI NABI LI TY

| NTRODUCTI ON

Mai ntainability and reliability are the two major system characteristics that
conbine to formthe comonly used effectiveness index--availability. Wile
mai ntainability is inportant as a factor of availability, it also nerits
substantial consideration as an individual system characteristic. The im
portance of this parameter in the national defense posture becones even nore
obvi ous when we consider that at |east one branch of the armed services spends
one-third of its budget on system naintenance activities.

Several aspects of system maintainability nust be addressed before an accurate
assessnment can be undertaken. First, the difference between naintainability
and mai ntenance nust be under st ood. Mai ntainability is a design considera-
tion, whereas mintenance is the consequence of design. The mai nt enance
activity nust live with whatever nmaintainability is inherent in the design,
that is, it nust preserve the existing |level of maintainability and can do

nothing to inprove that |evel. Mai nt enance is therefore defined as “all
actions necessary for retaining a hardware itemin or restoring it to an
optimal design condition.” The second consideration is that maintainability

requi rements can be specified, measured and denonstrated. Unlike reliability,
detailed and quantitative study of maintainability was not initiated until the
early 1950s. Until recently, maintainability often was viewed as a “conmon
sense” ingredient of design. It is now seen as a factor of the design process
and an inherent design characteristic that is quantitative in nature and
therefore lends itself to specification, denonstration, and trade-off analysis
Wi th such characteristics as reliability and |ogistics support.

DEFI NI TI ON OF TERMS AND CONCEPTS

Mai ntainability

Maintainability is defined as a characteristic of design and installation.
This characteristic is expressed as the probability that an itemw Il be
retained in, or restored to, a specified condition within a given period if
prescribed procedures and resources are used.

A commonly used working definition states that Maintainability is a design
consi derat i on. It is the inherent characteristic of a finished design that
determ nes the type and anount of maintenance required to retain that design
in, or restore it to, a specified condition.

Mai nt enance

This termis defined as all actions required to retain an itemin, or restore
it to, a specified condition. This includes diagnosis, repair and inspection.
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Preventive Mi ntenance

This termis defined as systematic inspection, detection and correction of
incipient failures either before they occur or before they develop into najor
def ects. Adjustment, lubrication and schedul ed checks are included in the
definition of preventive maintenance.

Corrective Mintenance

This termis defined as that maintenance performed on a non-schedul ed basis to
restore equi pnent to satisfactory condition by correcting a nal function.

CONSI DFRATEONS | N PLANNING MAI NTAI NABI LI TY ASSESSMENT

An understanding of the principal elenments of maintainability is essential to
t he assessmernt planning process. Certain elenments of a design basically
define a systenmis inherent maintainability and thus determne the rel ated
mai nt enance burden and affect systemavailability.

It is apparent, fromthe definition of maintainability, that the ability and
need to perform mai ntenance actions is the underlying consideration when
assessing maintainability. The factors which affect the frequency wth which
mai nt enance is needed are reliability and the preventive maintenance schedul e.
Those which affect the ability to perform Oaintenance on a given weapon system
may be broken down into three categories: the physical design of the system

the technical personnel perfornming the maintenance and the support facilities
required.

The consideration of maintenance when designing a systemis not new. There
have been very successful efforts in the devel opnent of automatic check out
and design for accessibility, etc. Wit is newis the enphasis on quanti -
tative treatnment and assessnent which results in a conplete change in design
phi | osophy, design approach and desi gn managenent. In the past, design for
“maxi munt or “optimuni reliability and maintainability was enphasized. This
resulted in “unknown” reliability and maintainability. New techniques perm:t
us to bring qualitative design judgnents into an area of quantitative neasure-
ment. W can thus establish quantitative design goals and orient the design
to specific mssion thresholds, not to “optinunt or “maxinuni goals. Min-
tainability design considerations and testing intended to assess system
mai ntai nability characteristics nmust be based on established quantitative re-
quirements (thresholds and goals). In addition to verifying these values, the
mai ntai nability test and evaluation program al so should address the inpact of

physical design features and mai ntenance action frequency on system nain-
t enance.

Some physical design features affect the speed and ease with which naintenance
can be perfornmed. These features and pertinent questions are;

- Accessibility: Can the itemto be repaired or adjusted be reached
easi|ly?

- Visibility: Can the item being worked on be seen?
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- Testability: Can systemfaults be detected and isolated to the faulty
repl aceabl e assenbly |evel?

- Conpl exi ty: How nmany subsystens are in the systenf? Howmanyparts
are used? Are the parts standard or special - purpose?

- Interchangeability: Can the failed or malfunctioning unit be “swapped
around” or readily replaced with an identical unit with no need for
recal i bration?

In addition to the |isted physical design factors, the frequency with which
each mai ntenance action nust be performed is a mgjor factor in both corrective
and schedul ed or preventive naintenance. Thus , reliability could have a
significant inmpact on corrective maintenance, and such design features as

sel f-check-out, reduced lubrication requirenments and self-adjustnent would
af fect the need for preventive mai ntenance.

Personnel and human factor considerations are of prime inportance. These
considerations include the experience of the technician, training, skill
| evel , supervision required, supervision available, techniques used, physical
coordi nation and strength and nunber of technicians and teamwork requirenents.

Support considerations cover the logistics system and nai ntenance organi zation
required to support the weapon system They include availability of supplies,
spare parts, technical data (TOS and [ anuals), built-in test equipnment, ex

ternal test equipnment and required tools (standard or special) and servicing
equi prment .

VWil e some elements of maintainability can be assessed individually, it should
be obvious that a true assessnent of system maintainability generally nust be
devel oped at the system | evel under operating conditions and using production
configuration hardware.

QUANTI TATI VE MAI NTAI NABI LI TY | NDI CES

The fol |l ow ng paragraphs describe the various mathematical indices used to
quantify maintainability. It is inportant to renmenber, however, that these
rel ationships nerely categorize data derived from planned testing. For nmain-
tainability, the test planning phase is equal in inportance to the assessnent
phase. Testing that does not adequately denonstrate the effect of the above
physical design features and personnel and support aspects provides data that
effectively conceal the inpact of these critical elenents.

| ndi ces used to support maintainability analysis nust be conposed of neasur-
able quantities, nust provide effectiveness-oriented data and nust be readily
obt ai nabl e from operational and applicable devel opment testing. |If they are,
system designers, users and testers can eval uate candi date system character-
i stics and | ogistics and nai ntenance practices nore precisely.
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Mean- Ti me-t o- Repai r (MTTR) or Met

MITR is the total corrective maintenance down tinme accunul ated during a spe-
cific period divided by the total nunber of corrective nmaintenance actions
conpl eted during the same period. MITR commonly is used as an on-equi pnent
measure but can be applied to each maintenance level individually. The MITR
considers active corrective nmaintenance tinme only. Because the frequency of
corrective maintenance actions and the nunber of man-hours expended are not

consi dered (clock hours are used) , this index does not provide a good measure
of the maintenance burden.

Maxi mum Ti ne-t o- Repai r (MaxTTR) or MmaxC

MmaxC IS the maxi mum corrective maintenance down tinme within which either 90
or 95 percent (as specified) of all corrective maintenance actions can be
acconplished.  An MmaxC requirenent is useful in those special cases in which
there is a tolerable down time for the system Ideally, we would like to be
able to state an absolute maxinum but this is inpractical because there will
inevitably be failures that require exceptionally long repair times. A 95th
percentile MmaxC specification requires that no nore than 5 percent of all
corrective maintenance actions take |onger than MmaxC.

Mai nt enance Rati o (MR)

MR is the cumul ati ve nunmber of man-hours of maintenance expended in direct
| abor during a given period of time, divided by the cunul ative nunmber of
end-item operating hours (or rounds or mles) during the sane tine. The MRis
expressed at each level of maintenance and summarized for all |evels of nain-
t enance conbi ned. Both corrective and preventive nmaintenance are included.
Man- hours for off-systemrepair of replaced conponents and man-hours for daily
operational checks are included for sone classes of systemns.

Particul ar care nust be taken that the operating hour base be clearly defined.

For exanple, in the case of conbat vehicles, either systemoperating hours or
engi ne hours could be used.

The MR is a useful measure of the relative maintenance burden associated wth
a system It provides a nmeans of conparing systens and is useful in determn-

ing the conpatibility of a systemwth the size of the maintenance organiza-
tion.

For fielded systems, the MR is useful in naintenance scheduling. Some care
must be exercised in relating the MR to mai ntenance costs, because an in-house
mai nt enance organization wll have a fixed |abor cost, independent of the

amount of actual use of the system but principally fixed by the size of the
mai nt enance staff.

Mean- Ti me- Bet ween- Mai nt enance- Acti ons (MTBMA)

MIBMA is the nean of the distribution of the tine intervals between either

corrective maintenance actions, preventive maintenance actions or all mainte-

nance actions. This index is frequently used in availability calculations and
in statistically-oriented naintenance analyses.
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Average Nunber of Technicians Required

The average nunber of technicians required at each maintenance |evel provides
a quantitative neans of expressing the personnel aspects of the overall main-

tenance concept. This index also provides a conversion factor from active
down time to |abor hours.

O f-System Maintainability Indices

The indi ces MTTR, MmaxC and MR all| specifically exclude off-system mai ntenance
actions. Of-system nmeasures are particularly inportant if a system s nainte-
nance concept involves extensive use of nodular renoval and replacenment, since
this type of concept transfers the nmaintenance burden to off-system mainte-
nance. As an assessnent tool, off-system maintainability neasures are es-
sential. Wthout them it is not possible to assess the ability of conbat
environment off-systemrepair and |ogistics capability to maintain the system
Because of the systempeculiar nature of these paraneters, none are specified
here. Suffice it to say that a conplete set of on- and off-systemindices is

required to adequately assess system naintainability and total naintenance
bur den.

Annual Support Cost (ASC)

This is the direct, annual cost of maintenance personnel, repair, parts and
transportation for all corrective (either on-system off-systemor both) and
preventive maintenance actions when the system operates X hours per year

during the Nth year of Myears service life, where the systemis defined as Y
units of itemA Z units of itemB, etc.

The ASC provides another neans of quantifying the Oaintenance burden of a
system  The unique feature of the ASC neasure is the recognition that nainte-
nance requirements may not be uniformover the life of a system For exanple,
a conmbat vehicle wll experience a high-cost year when its engine requires
repl acenent or over haul. This nmeasure provides a nmeans of interrelating
durability requirenents and policies for schedul ed nai ntenance.

Case Study No. 3-1 illustrates the use of several maintainability indices.

DI AGNOSTI C SYSTENMS

| nt roducti on

One aspect of maintainability that has received significant attention in
recent system designs is the use of automatic diagnostic systens. Thes e
systens include both internal or integrated diagnostic systens, referred to as
built-in-test (BIT) or built-in-test-equipnent (BITE), and external diagnostic
systens, referred to as automatic test equi pnment (ATE), test sets or off-line
test equipnent. The follow ng discussion will focus on BIT but nost of the
key points apply equally to other diagnostic systens.
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Need for Automatic Diagnostic Systens - BIT

As technol ogy advances continue to increase the capability and conplexity of
modern weapon systens, we are relying nore on the use of automatic diag-
nostics, i.e., BIT, as a neans of attaining the required level of failure
detection capability. Qur need for BIT is driven by operational availability
requi renents which do not permt the lengthy MITRs associated with detecting
and isolating failure nodes in mcrocircuit technology equipnent. W also
find that because BIT operates within the basic systemand at the sane func-
tioning speed, it therefore affords us the capability to detect and isolate
failures which conventional test equipnent and techniques could not provide.
Finally, a well designed BIT system can substantially reduce the need for
highly trained field |level maintenance personnel by permtting less skilled
personnel to locate failures and channel suspect hardware to centralized

internediate repair facilities which are equipped to diagnose and/or repair
def ective hardware.

As we shall discuss, BIT is not a conprehensive solution to all system main-
t enance problens but rather a necessary tool required to deal with the com-
plexity of nodern el ectronic systens.

Specifying BIT Performnce

One of the nmore conplex tasks inherent in the acquisition of nodern systens is
the devel opment of realistic and [ eaningful operational requirements and their
subsequent conversion into understandable and achievable contractual speci-
fications. This situation is equally applicable to BIT. Before discussing

this topic in nore detail, we wll present typical perfornmance neasures or
figures of merit which are used to specify BIT perfornmance.

Percent Detection. The percent of all faults or failures that the BIT system
det ect s.

Percent Isolation. The percent of detected faults or failures that the system
will isolate to a specified |evel of assenbly. For exanple, the BIT m ght
i solate to one box or to three or less printed circuit boards in a box.

Automatic Fault Isolation Capability (AFIC) . The AFIC is the product of per-
cent isolation tines percent detection.

AFIC = 4 detection x % i1solation

Percent of False Alarms. The percent of the BIT indicated faults where, in
fact, no failure i s found to exist.

Percent of Fal se Renovals. The percentage of units renoved because of BIT
I ndi cations which are subsequently found to test “good” at the next higher
mai nt enance station.

For each of the above paraneters, there is a considerable span of interpreta-

tion. For exanple, does the percent detection refer to failure nodes or the
percentage of all failures that could potentially occur? Does the detection
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capability apply across the failure spectrum i.e. , Oechanical systens, in-
strunentation, connections and so ftare, or is its diagnostic capability ap-
plicable only to electronic hardware systens?

A major contractual issue relates to the definition of failure. Should BIT
performance be viewed in ternms of “BIT addressable” failures , which normally

exclude cable/connector, etc. , problems as not contractual |y chargeable, or in
terms of all operationally relevant maintenance actions?

An inportant consideration relates to exactly what failures BIT can detect.
Qur BIT systemw || operate ineffectively if the 80% of detectable failures
occur infrequently while the remaining 20% occur with predictable regularity.
It, therefore, becones inportant to specify BIT performance neasures in rela-
tion to overall mssion availability requirenents.

Relative to isolation characteristics, will the BIT isolate failures while the
basic systemis in an operational node, or nust the basic system be “shut
down” to permt the isolation software package to be run? How does this
characteristic inpact mssion requirenments? Also, to what “level” will the
BIT systemisolate failures? Early BIT systems were frequently designed to
fault isolate to the module level. This resulted in BIT systens as conpl ex
as, and frequently less reliable than, the basic system The current trend is
to isolate to the subsystem or box level based on BIT s ability to detect ab-
normal output signal patterns. | nt er medi ate and depot |evel naintenance
facilities will frequently use BIT or external diagnosic equipnment to isolate
to the board or piece-part |evel.

The percent of false alarns is a difficult parameter to nmeasure accurately
because an initial fault detection followed by an analysis indicating that no
fault exists can signify several different occurrences, such as:

- The BIT system erroneously detected a fault.

- An intermttent out-of-tolerance condition exists--sonewhere.

- A failure exists but cannot be readily reproduced in a maintenance
envi ronment..

The percent of false renovals can be a nore difficult problemto address.
Fal se renoval s may be caused by:

- Incorrect BIT logic.

- Wring or connection problenms which manifest thenselves as faulty
equi pnent .

- I nproper match of tolerances between the BIT and test equipnent at the
next higher maintenance |evel.

The resolution of each type of false alarmand false renoval requires a sub-
stantially different response. Froma logistic viewoint, false alarms often

lead to false renovals creating unnecessary demands on supply and mai ntenance
systems. O potentially nore concern is the fact that fal se alarns and

renoval s create a lack of confidence in the BIT systemto the point where

3-7



mai nt enance or operations personnel may ignore certain fault detection indica-
tions. Under these conditions, the BIT systemin particular and the mainte-
nance concept in general cannot mature nor provide the support required to
meet mssion requirenments.

The specification of BIT performance nust be tailored to the specific system
under consideration as well as the available funds and, nost inportantly, the
overall mssion requirements. This tailoring activity nust include a compre-
.hensive definition of BIT capability based upon the figures of nerit presented
above.

Characteristics External to BIT

There are two inportant considerations, external to BIT, which nust be ad-
dressed in any discussion of BIT and diagnostics. First, reliable performance
of the weapon system determnes, to a large extent, the criticality of BIT
per f or mance. |f the basic systemis very reliable, nore than expected, a
shortfall in the BIT performance may have very limted inpact on the systenis
operational utility. Second, it nust be remenbered that generally all system
faults that are correctable by maintenance action nust eventually be detected
and isolated. Therefore, the techniques, tools, nmanuals, test equipnent and
personnel required to detect and isolate non-BlI T detectable faults can be a
maj or mai nt enance consi derati on.

The following example illustrates the inpact of BIT on the overall maintenance
effort. It further attenpts to illustrate the effect of external factors on
BIT performance.

Case Description. An attack aircraft radar is conposed of five line replace-
able units (LRUs) with the follow ng BIT and system performance character-
| stics.

System Five (5) LRUS

MITR (w BIT): 2 hours (includes failures which have been
both detected and i sol at ed)

MITR (no/BIT): 5 hours (includes failures which have not
been isolated but Oay have been detected)

MFHBF : 50 flying hours
Time Period of Interest: 2500 flying hours

90" %
90% (to the LRU | evel)
5% (of all BIT indications)

BIT Specified: Percent detection
Percent isolation
Fal se alarmrate

NOTE:  Operating tinme is assumed to be flight tine for this exanple.

Bef ore beginning the analysis of this system note that we have specified a
relatively high capability BIT system An off-handed exam nation would |ikely
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conclude that with this extensive BIT coverage there is mninmal additional
mai nt enance action required.

- How many total failures wll be experienced (on the average) during
the 2500 flying hours?

2500 total hours + 50 nean hours between failures = 50 failures

How many of these failures (on the average) wll BIT detect?

50 failures x 90% = 45 BIT detected failures

How many detected failures (on the average) will be isolated to an
LRU?

45 detected failures x 90% isolation = 40 failures

What is the Automatic Fault Isolation Capability (AFIC)?

AFIC = % detection x % i1solation (LRU level)

= 0.9x0.9 = 0.81 = 81%

How many false alarmindications are expected to occur during the 2500
flight hours?

Total BIT indications true failure detections + fal se al arns

- X

and,

X = (BIT detection rate)(total fail ures)
+(false alarm rate)(total BI T indications)

(0.90)(50) + (0.05)(X)
(1-0.05)x = 45

X = 47.36

X

Ther ef or e,

Fal se Alarns = total BIT indications - true indications
=47.36 - 45
= 2.36

=z 2
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- What is the total corrective maintenance tine (on the average) re-
quired to repair the 40 detected/isolated failures?

Time = 40 failures x 2 hours (MITR WBIT) = 80 hours

- What is the total corrective nmaintenance tine (on the average) re-
quired to repair the remaining 10 no/BIT detected/isolated failures?

Time =10 failures x 5 hours (MITR no/BIT) = 50 hours

- I f we assune that manual or no/BIT nmaintenance tinme is required to
resolve the false alarm indications, what total no/BIT corrective
mai ntenance tine is required for the 2500 flying hour period?

Total (no/BIT) tinme = no/BIT failure repair tine
+ fal se al arm mai nt enance tinme
= (10)(5) + (2)(5) = 60 hours

- What is the total corrective maintenance tine N% anticipated during
the 2500 hours?

Mt = BIT mai ntenance + no/BI T mai ntenance = 80 + 60 = 140 hours

- Note that even with a relatively high AFIc of 81% the no/BIT oriented
corrective maintenance represents 43% of the total anticipated cor-
rective maintenance hours.

- Note that we have not considered the inpact of any schedul ed/
preventive mai ntenance for our system This additional maintenance is
general ly not associated with BIT.

The information presented in this exanple is greatly sinplified in that we
have ignored many of the pitfalls and controversial areas discussed in the
previous sections. Also note that we are basically dealing with planning type

information in that we are assuming that the BIT AFIC will be 81%. If, in
fact, the AFIC is 81% then 57% of the Daintenance effort will be oriented
toward BIT detected/isolated failures. If the true AFIC is found to be | ower,

it will be necessary to reevaluate the overall effectiveness of the entire
mai nt enance and | ogistics prograns as well as total mssion effectiveness.
Qur next section discusses some of the difficulties involved in the design and

evaluation of a BIT systemwhich Oust performin accordance with established
speci fications.

Basi ¢ System BI T Devel opnent and Eval uation Consi derations

The devel opment and evaluation of BIT and diagnostics has traditionally been
an activity that has chronologically followed basic systemefforts. The argu-

ment usually presented is that “the basic systemhas to be designed and eval u-
ated before we know what the BIT is suppose to test.” This argunent has sone

basis in fact, but there are significant drawbacks associated with |engthy
schedul e differentials between basic systemand BIT design and testing. For
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exanpl e, design considerations relating to the basic system such as partition-

i ng and subsystem | ayout determne to a large extent the required BIT design.

The BIT design is also driven by the prediction and occurrence of basic system
failures modes which BIT is expected to address. Consequently, the two design
efforts cannot be conducted in isolation fromone another.

From an eval uation viewpoint, conducting the BIT evaluation after the basic
systemtests are conpleted may preclude BIT i nprovenent options from being in-
corporated because the already finalized basic system design would be sub-
stantially inmpacted. Likew se, an inadequate evaluation of BIT which |eads to
an erroneous confirmation of its capabilities (AFIC) will result in a sub-
stantial inpact to system operational effectiveness.

Determ nation of Basic System Failure Mddes and Frequency of Qccurrence

The design of BIT is based upon two assunptions regarding the reliability of
t he basic weapon system accurate identification of failure nodes and correct
estimation of the frequency of occurrence of the failure nodes. If either of
t hese assunptions is proven incorrect by test or operational experience, the
resultant BIT performance is likely to be inadequate or at |least |ess effec-
tive than anticipated. The following two situations, based on the previous
exanple, will illustrate the inpact of these two assunptions.

- Situation 1. An unforeseen failure node is observed in the radar
system every 250 flying hours. \What inpact does this have on the
no/ BI T mai nt enance?

New failures = 2500 flying hours x 1 failure per 250 hours
= 10 failures (new).
Mai nt enance tinme associated with no/BIT detected failures
= 10 x 5 hours/failure
= 50 hours.
Total Maintenance hours = 80 + 60 + 50 = 190 hours.
Total no/BIT naintenance = 60 + 50 = 110 hours.
This represents 58% of total maintenance.
BIT (detected/isolated) nmintenance = 80 hours = 42% of total.
This represents 42% of total maintenance.
Note that the discovery of one unforeseen, no/BITdetectable failure

has a relatively significant impact on the conparabl e magnitude of the
two nai ntenance percentages.
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TABLE 3-1. PERCENT OF TOTAL MAI NTENANCE HOURS

BIT No/ BI T
Previ ous Estimate 57% 43%
Current Estimte 42% 58%

(including new failure)

- Situation 2. One of the original BIT detectable failures was pre-
dieted to have a very low frequency of occurrence. BIT detection for
this failure was considered unnecessary and was, therefore, not in-
cluded in the original BIT design to detect 90% of the failures. It
is now found that the failure occurs five times as often as expected.
This is a realistic situation and one which again directly inmpacts the
no/ BI T mai ntenance man-hours.

Test and Eval uation of BIT Systens. The test and evaluation of BIT systens
and the reliable prediction of BIT performance are areas of controversy. The
foll owi ng paragraphs present sonme of the factors supporting this statenent.

BIT systens are hardware/software |ogic networks designed to detect the
presence of an unwanted signal or the absence of a desired signal, each rep-
resenting a failure nmode. Each failure node is detected by a specific logic
network tailored to detect a specific failure. Wile the same network may be
designed to detect a specific failure in several conponents, there is no
assurance that the logic is correct until verified by test. It is possible to

project, using statistical techniques, BIT performance assum ng we have a
| arge enough representative sanple of failures.

Unlike reliability testing which has matured over the past 40 years, BIT
testing and BIT system design represent |ess nmature technol ogies and are just
now beginning to receive increased management enphasis. This lack of maturity
and attention has resulted in circunstances which are not conducive to gather-
ing an adequate size, representative data base needed to support accurate and
defendabl e estimates of BIT performance at decision mlestones. A |lack of

confidence in BIT performance assessnents has resulted because of these cir-
cumst ances.

Since we are not content nor have the tine to just wait for the basic system
to experience random failures, we decide to “cause” failures using “synthetic
fault insertion.” These faults are generally selected from a contractor-
provided |ist of possible faults--all of which are thought to be detectable.
W insert these faults and BIT detects and isol ates 93% of those inserted.
This does not mean that we have a 93% AFIC BIT system Wy? Because the data
Is not a representative random sanple of the entire failure population and,

therefore, cannot be used to nake statistically valid predictions of future
per f or mance.

While synthetic fault insertion has recognized l[imtations in predicting
future operational BIT performance, it is a valuable and necessary tool during
the engineering devel opment phase. Aso, fault insertion can be used to
sinmul ate random failures which we know w Il occur but as yet have not been
detected during DT or OT testing. These include problens such as faulty
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connector and circuit board plug-in points as well as the effects of poor
mai nt enance or rough handl i ng.

Because of the |ack of systemmaturity (especially software) and the required
use of fault insertion, we find that there is normally insufficient good data
avail able to support early, accurate and defendable estimates of BIT perform
ance. It has generally required a few years of operational exposure to de-
vel op an adequate data base to support a BIT perfornance anal ysis.

Current trends support early reliability testing during devel opnent to facil-
itate identification of failure nodes and tinely incorporation of design
i nprovements.  These tests provide a data base to support prelimnary esti-
mates of systemreliability. \Wat is nost frequently overlooked is that this
data, after mniml screening, could also be used to nonitor, verify, and
upgrade BIT perfornmance, assuming, of course, that the BIT systemis
functional at this stage in developnent. This action requires a disciplined
approach toward the use of BIT in failure detection early in the devel opnent
cycl e which has not been prevalent in previous prograns.

In sunmary, there is, and wll remain, a requirenent to assess BI T performance
during the system devel opnent and Initial Operational Test and Eval uation
(IOT&E) phase. The devel opi ng and testing organi zati ons nmust support this
assessment using all available data. This includes conbining randomfailure
detection data with data from contractor denonstrations and fault insertion
trials . Early enphasis on BIT design will generally result in accelerated BIT
systemmaturity and nore accurate early projections of BIT performance. BIT
assessment should be actively pursued throughout the depl oynment phase to
assure that required software and hardware changes are incorpor at ed.
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CASE STUDY NO 3-1

Backgr ound

A systemhas a nean tine to repair (MITR) of 30 m nutes,
bet ween unschedul ed nmai nt enance actions (MTBUMA) of 50 hours.

utili

Det er

and a nmean tinme

The 1 nt ended

zation (actual hours of operation) of the systemis 5,000 hours per year.

m ne

L.

2.
year ?

3.

How many unschedul ed nmai ntenance actions are to be expected each year?

How many cl ock-hours of unschedul ed mai ntenance are to be expected each

|f an average of 1.5 technicians is required to perform unschedul ed
mai nt enance, how many’ corrective mai ntenance nman-hours are required each year?

4, Ten hours of schedul ed mai ntenance are required every 1,000 hours of
operation, Schedul ed mai ntenance requires only one technician. Wat is the
mai ntenance ratio (MR) for this systen?
Sol uti on

MITR = 30 m nutes

MTBUMA = 50 hours

5,000 hours/year

. . _ 5000 _

1. Unschedul ed nmai nt enance actions = e 100/ year
2. 30 Oinutes x 100 = 3000 Oinutes = 50 “hours

50 hours nmean repair tine/year
3. 1.5 x 50 = 75 man- hours/year
4, Schedul ed mai ntenance = 10 x 5 = 50 man-hours/year

_ hai ntenance nman-hours
MR= .
operating hours

50 + 75
MR = 5000
MR = 0.025
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